
UHFDS conditional probability
= shrinking our sample space
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P(AIB] = " how much of B (given) also lies in A .
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rule total probability rule
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don't forget
to use total

" adding up all the subspacesprob rule in
denominator of the sample space
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UHFDS independence intuitively , knowing
B happened did not

PCAl B] =p[A]
I give us any info abut

how likely A is ,

*
disjoint events are never

PEAAB] = PEAT " PCB] independent.

events A , , Az - - - Ah are mutually independent if for all possible subsets
of this set of

events
, PEA , n . . .

n An] = PEA ,] n PC Az] . -
- - PEAK]

pairwise independent if above is true for all subsets of size 2 .

mutually independent ⇒ pairwise independent ( but not other way around)

intersection of events union of events
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exactly equal if all events are disjoint

edit:

usually not


