
UHFDS Expectation lrnportant Facts

EEX] = Tj a. PEX-- ay
✓ ECXTYT = ELX] t Ely]

AEA ✓ ECCX I = CECX]

How to use linearity of X ECXY] = E-EXT E Cy] )
these are not

always true .
Expectation X ECT) = ELI,
① goal : find E CX)

" sums
, differences , and constant

② figure out how X can
multiples of RVs

"

be split up into Xi . Xz ' ' - Xh \then,St X = X , t Xz t . . . '- Xu

-Xi should be indicator vars (Bernoulli)
③ find ECX,]

- do not need to be independent ④ use linearity of

expectation •.- consider "subcases
"



UHFDS Remember this problem?

-linearity of expectation'm

[ why indices
are cool :

• don't need to be independent② X : # of queens drawn
uygz

Xi , {
I i cand i = queen • Bernoulli, so ECI] is
o , otherwise A of 0 I 5 of really easy to find-

PEXi ] : Tz X = Xi t Xa t Xs

ECX] . EEXD t ECK] t ECX,] = 33



UHFDS Hypergeometric Distribution
like Binomial, measuring # of successes out of n trials

BUT without replacement

intuitively'T getting one success reduces probability of
next

success . Cards :

X - Hypergeometric ( N, B, n) X = # of Q when

T T T drawing 3 cards Qs
out
of

total pick
k
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things
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