
UHFDS Variance
how far the set of possible values

is spread out

from the expected value .

Var (X) = EC (X - MT) where me ECX]

Var (X) = ECXZ] - ECXJZ
if X, Y , 2 independent . . . Var ( XtYt2) a Van (X) t Var (Y) a Van (z)

always . . . Var (CX) = c- Var (x)

Var ( Xtc) = Var (X) WLLN

if we observe ourConcentration lnegnalities outcome several times,
Markov's : ( X is nonnegative) the average of the

P (X Za) e ECaxI
observations converges

Var (x) very close to Efx]

Chebyshev's : P ( IX -mtzc) E - p(IX, t -Hna b-
-ml ? E) → O

µ= Efx) follows from applying Markov's on Y e (X - ELXI)
'

as n→ as



UHFDS lntnitive Markov's §¥¥74B
suppose we have a field of flowers, avg height a 4ft

P ( height of a flower z lo ft ) I ÷ by Markov's

Assume this is not true . . .

Total height of n flowers = 4h
= # of tall

if more than 4/10 of flowers had height I 10 ft , flowers

the total height of the tall flowers > ¥ . n . 10 .

total height of this subpopulation already greater than
total height of population . not possible if all heights nonnegative .

* avg isn't the exact same as expected value, so only treat this

exercise as a way to see the general intuition behind Markov's -



UHFDS Using Chebyshev to Estimate Bias of
a coin

Estimate bias p empirically i f = Syn Sh = # of heads

h e tosses
w -

truemean sample mean

←
but how large

By LLN , p should be close to f if u is large should he be?

Say we want to estimate p with 95% confidence and tolerate error of o- I

we ask . . . how many times should l toss
St . there is at least a 95%

chance that our observed pi is within Orl of p .

Sh = XI TX z t . . . t Xu Xi , { 1 if toss i = te

O otherwise

ECF] = In ( ECX ,] t . . . Ecxn] ) = ht . no p =p

Recall Chebyshev's : PC IX - ul z a ] z Var(x) set X to be f .
-

L2



UHFDS Var ( Xt Y ) e

Sh = X, txz t . . . t Xu Xia {
' if toss i -- H Var (X) t Varley)
0 otherwise

ECF] = th ( ECX ,] t . . . Ecxn] ) = In . n . p e p
if independent

Recall Chebyshev's : PC IX - ul z a ] z VIX) set X to be f . Var (CX) a CZ VarCX)
22

need Van ( f)

p^ is a scaled sum of n indicator variables so
Van (pm) = ht Van (Sh)

n

Plug into Chebyshev 's
= ht . -2 Varcxis

I 2 I

p Ll
-p)

. I p( i
-p) Cool fact .

Pflp - pl Z o. I ] E - =
-

n 0.12 n pci-p) ee 44

probability that we DO so we usually
deviate a lot . use Yet .

p( I-p) Tor
T . o.to, " o÷os In

- E O. 05

0.01 U 95% confidence




